
M3D-C1 ZOOM Meeting
07/26/2021

Announcements
CS Issues

1. Mesh adaptation update
2. stellar.Princeton.edu update
3. NERSC Time
4. Changes to githubmaster since last meeting 
5. Regression tests

Physics Studies
1. RE current plateau computation with sources
2. M3D-C1-K status
3. Opportunities from TSDW gaps list

Note:    meeting minutes posted on m3dc1.pppl.gov
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Announcements

Å Chen Zhao received job offer from General Atomics!

Å July 28 1:00 PM SciDAC-4 virtual Get Together (registration required)

Å July 29 4:00 ς5:00 ET.   S. Jardin and C. S. Chang to make presentation to 
FASTMATH group emphasizing solver and UQ needs

Å Meeting with LBL next Monday 8/2/21

Å Virtual Sherwood Meeting August 16-18
Å Registration until August 9

Å APS Nov 8-12
Å Meeting will be IN PERSON with virtual option
Å M3D-C1 Invited talks by C. Liu, A. Wingen



Mesh Adaptation

Seegyoung Seol
Brendan Lyons



From Jin Chen (7/19/21)

Here is what I have done using this 3D cases:

1) MUMPS gives NaNno matter when intel-mpi or openmpiare used.
2) Superlu_distworks correctly with both intel-mpi and openmpi. But intel-mpi is >10% faster. 

So I recommend that we move to intel-mpi.
3) regression tests: 
pellet, KPRAD_2D, KPRAN_restart, RMP passed;
RMP_nonlinearC1ke has small difference;
adapt fail to create C1ke file.
So I would like to recommend Seegyoung to rebuild PETSc, PUMI, and scorecinterface libs because she 
knows how to make it work for "adapt". I tried several times but failed. Here are the modules to be loaded 
on stellar
module load intel/2021.1 ; 
module load intel-mpi/intel/2021.1.1 ; 
module load fftw/intel-2021.1/intel-mpi/3.3.9 ; 
module load hdf5/intel-2021.1/intel-mpi/1.10.6 ; 
module load cmake/3.18.2



NERSC Time 

mp288

Å mp288 received 10M Hrsfor CY 2021
Å Initial allocation exhausted by May 1
Å John Mandrekas(DOE) added 5M Hrsadditional
Å More time may be possible if this is exhausted
Å Pearlmuttertime will not be charged for this FY

1.6 M Hours remaining!



Changes to github master since 07/14/21
Å S. Jardin

Å 07/26/21:  Removed factor of B/B_zin electric_field_parfor C. Zhao



Local Systems

ÅPPPL centos7(07/12/21)
ï6 regression tests PASSEDon centos7:  

ÅPPPL greene(07/26/21)
ï4 regression tests PASSED on greene(m3dc1)

ïKPRAD_2D: Warning: there was an error partitioning the mesh

ïPassed on resubmission

ÅSTELLAR (07/26/21)  
ï6 regression tests PASSEDon stellar

ÅTRAVERSE(03/29/21)
ïCode compiles

ïRegression test failed:  split_smbnot found in PATH



Other Systems

Å Cori-KNL (2/08/2021)

ï 6 regression tests passed on KNL

Å Cori-Haswell (6/29/2021)
ï 6 regression tests passed 

Å PERSEUS

ï All 6 regression tests PASSED on perseus (J. Chen, 9/04/20)

Å MARCONI

ï All regression tests PASSED on MARCONI (J. Chen, 9/04/20)

Å CORI GPU (10/26)
ï ??



RE current plateau

CǊƻƳΥ  /Φ ½ƘŀƻΣ Ŝǘ ŀƭ ά{ƛƳǳƭŀǘƛƻƴ ƻŦ ǘƘŜ Ǌǳƴŀǿŀȅ ŜƭŜŎǘǊƻƴ ǇƭŀǘŜŀǳ 
ŦƻǊƳŀǘƛƻƴ ŘǳǊƛƴƎ ŎǳǊǊŜƴǘ ǉǳŜƴŎƘέ Σ in preparation

Note:  runaway current 
increases from 60-120 ms
due to li(3) decreasing



RE current plateau - 2



M3D-C1-K
/ƘŀƴƎ [ƛǳΣ Ŝǘ ŀƭΦ  άIȅōǊƛŘ ǎƛƳǳƭŀǘƛƻƴ ƻŦ ŜƴŜǊƎŜǘƛŎ 
particles interacting with magnetohydrodynamics 
using a slow manifold algorithm and GPU 
ŀŎŎŜƭŜǊŀǘƛƻƴέΣ in preparation

Top: n=1 internal kink/Fishbone 
benchmark with NIMROD

Left: n=3-6 RSAE benchmark vs 8 
codes

Right: n=6 TAE benchmark w & 
wo FLR effects w 8 codes



Gaps - 1

Effect of wall asymmetries in wall forces for ITER

Mitigation of already disrupting plasmas (especially for the staggered H 
injection scheme that can be very sensitive to existing instabilities)

Model that captures large vs small dB/B at the stability boundary for RE 
final loss 

Simulations of the final impact of runaways on the wall, including 
runaway regeneration, beam movement dynamics and MHD. Associated 
ƳŜŀǎǳǊŜƳŜƴǘǎ ƻƴ ŜȄƛǎǘƛƴƎ ŜȄǇŜǊƛƳŜƴǘǎ όŦŀǎǘ ŘƛŀƎƴƻǎǘƛŎǎ ƴŜŜŘŜŘύ Ҧ ƴŜŜŘ ŦƻǊ 
experimental data has been communicated to ITPA MHD/DivSOL, joint effort 
could be formed



Gaps-2

Experimental test of RF current condensation

Study of ECCD stabilization of islands produced by off-normal events, 
using reconstructed experimental equilibria.

Simulations of off-normal events (other than NTMs) that produce 
magnetic islands, and of ECCD stabilization of those islands



Gaps-3

ǒ Simulations of off-normal events (other than NTMs) that produce 

magnetic islands, and of ECCD stabilization of those islands.

ǒ Extended MHD modeling of mitigation experiments with D2 injection 

(more generally, species dynamics)

ǒ Improved SOL models in extended MHD

ǒ Study of resistive wall stabilization of disruptions, much more important 

in ITER than in present experiments like JET

ǒ Robust predictive capability of tearing onset (neoclassical or classical) 



Gaps-4

gradB, rocket effect, etc. to be considered for SPI modelling; experiments would need to 
quantify the observed effects (e.g. description of fragment trajectories / velocities; density profile 
measurements); especially relevant for the staggered H injection scheme for ITER

Performance of disruption predictors to be assessed as function of different root cause 
paths and with respect to severity of the disruption (higher performance is needed for high disruption 
loads) 

Ability to predict/avoid disruptions in experimentally inaccessible and/or disruption-
intolerable regimes (e.g., burning plasmas)

Improved understanding of physics mechanism for rotation of post-disruptive plasma 
asymmetries and the implications for next step devices (i.e. development of predictive capability for 
likelihood of resonant amplification of forces on in-vessel structures)



¢ƘŀǘΩǎ !ƭƭ L ƘŀǾŜ

Anything Else ?



ITER Sideways Force

High-Res  Baseline 
eta_wall .4e-4       .4e-6
eta_wallRZ .4e-4       .4e-6
wall_region_eta 1.0        1.e-2
wall_region_etaRZ.5e-6        .5e-8

eta_te_offset 1.009943e-3     1.00668e-3
eta_max 1.29242            1.29242e-2
amu                          4.e-5                 1.e-4

tedge= 1.01010e-3



ITER Sideways Force

Realistic vessel resistivity100 x vessel resistivity



PorcelliTheory
A new preprint claims that an ideal MHD diverted plasma will be stable to the 
vertical instability:   Opportunity to demonstrate this numerically (or not)



Why is toroidal magnetic energy increasing for iconst_bz=1?

Plotted is the difference between initial RBT and the RBT at that time.  Note initial 
RBT is negative everywhere.   RBT is being held fixed at plasma boundary.

t=1.4 ms t=1.7ms t=2.0 ms t=2.3 ms

/scratch/gpfs/bclyons/C1_8511



Energy is coming from voltage required to maintain TF 
constant at boundary
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As pressure decreases, plasma becomes more para-magnetic to 
maintain equilibrium.  Č toroidal flux in plasma increases

The increase in toroidal flux inside the plasma produces a poloidal 
electric field.   That poloidal electric field would tend to reduce 
the poloidal current in the TF coils and lower the toroidal field, 
thus conserving the toroidal flux in the plasma.

We are keeping the toroidal field at the boundary constant.   To 
do this in reality, one would need to increase the voltage in the TF 
coils to counter the poloidal field coming from the flux change.



Compare iconst_bz=0 and iconst_bz=1

/scratch/gpfs/bclyons/C1_8511 iconst_bz=1
/scratch/gpfs/bclyons/C1_28525 iconst_bz=0ǇƭƻǘψŦƛŜƭŘΣΩƛΩΣмфΣκƭƛƴŜǎΣκlcfs,/bound

iconst_bz= 1 iconst_bz= 0

iconst_bz= 0 develops RBzglitches 
on open field lines.   Unphysical?



Compare iconst_bz=0 and iconst_bz=1

Magnetic energy in first 3 toroidal 
harmonics
Solid      iconst_bz= 1
Dashed  iconst_bz= 0

Note: iconst_bz=0 always goes 
unstable



Pellet with RA

06/28/21

DIII-D shot 177053
Chen Zhao



The plasma current stop 
dropping down at about 1.3ms.

I think that is not match the 
experiment, how could we 
change the parameters to fit the 
experimental current decreasing 
rate?

SJ:   The pellet has to cool the plasma 
to increase the resistivity, and then 
the current will drop.



The pellet seems stop moving to the center but start moving along the field line at about 1.5ms.

SJ:  see the next vg



Pellet position being reset at restart time!



Runaway current density and plasma current density at 2.5ms 



Electron temperature at 2.5ms

SJ:  you should include /mksin the 
L5[ ǇƭƻǘψŦƛŜƭŘΣΩteΩ ŎƻƳƳŀƴŘ ƛƴ 
order to get the temperature in eV. 
This is about 300 eV.



Typical Tearing Mode 

y Jf

U

h = 2.e-6
1.1 < q < 2.9
gtA = 10-4



DIII-D Resistive Wall Mode

Email from Hank Strauss on 5/27/21

L ǘǊƛŜŘ ǘƻ ŦƛƴŘ 5о5 w²aǎ όw²¢aύǎ ǿƛǘƘ .ǊŜƴŘŀƴΩǎ ƳŜǎƘ ŀƴŘ /мƛƴǇǳǘ ŦƛƭŜǎΣ 
but it seems that the wall is behaving like an ideal wall. It needs much more 
adaptive refinement. I also tried a nonlinear run, but even though eps > 0, it 
ŘƛŘƴΩǘ ƘŀǾŜ ŀ о5 ǇŜǊǘǳǊōŀǘƛƻƴΦ

A linear run is in /scratch/gpfs/hs9956/d3d_eb1_1f_eq_l11 and nonlinear 
in rw1_nl_54576.03354_945b2.
I think lack of resolution at the wall is also causing AVDE simulations to fail at 
small eta_wall. The mesh needs adaptive refinement at the wall.
An ADVE simulation is in JETm3dc1_0.12h9b4.



Linear Eigenfunction

Physical mode?    Not tearing.



Chen Zhao paper on RE with sources

Å Source terms and coupling to MHD
Å Runaway source test case and benchmark with JOREK
Å Current quench result with DIII-D parameters


